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Abstract

The need for including ever more information andibess processes in current information systemsgtriothe
necessity of introducing large-scale document hagdin relationally organized systems. This lead$oi
thinking what kind of architecture would satisfy theed for stability and consistency from one hamd high
data throughput and effective document managememt the other, without the change in already depetb
client interfaces for various platforms. Anotherncern was the need for efficient backup proceddoes
considerable amount of documents. This paper shibaitsit is possible to implement architecture tisatisfy
these needs - it is a merge of relational datalmatem, service oriented architecture and apprdpridoSQL
database system, with several client interface iapfitbns communicating with databases through sewi
oblivious of the fact that they stopped using damus stored in relational database, but rather inSQL
database. Adding NoSQL to service-oriented architecgave the system stability and consistencygusin
relational engine for structured data types, effectdocument management and full text search UsagnDB
for unstructured data types and services for adhipvuniform data delivery to heterogeneous client
applications.

Keywords: Unstructured data types, NoSQL, Service-orientetlitacture, Document management,
Information systems, Partition tolerance, Scalgpili

Introduction

The information system (IS) analyzed in this paperdesigned using service-oriented
architecture approach with three layers: the damdayer realized with Microsoft SQL
Server database, the service layer realized witprégramming language and the front layer
with several client interfaces for different platfts. In the beginning, successful modeling
was very important for the core business proceasdsules. Later on, requests for efficient
document handling involving storing, archiving armsgarching for documents arose.
Searching for selected text within previously stbrdocuments and full text search
capabilities became very important in the lategessaof the development. Particular business
requests are storing and archiving student thesiwjnars, projects and other school-related
documents with mechanisms for detection the samesimilar documents that would
signalize fraud attempt. This involves some vemgdamultimedia documents, especially
within the graphic design and graphic engineerimgpatdtments. Further, all documents
regarding the distance learning system, also inrglmany large multimedia documents,
must be stored in the system. The challenge has éesn greater due to very limited funds,
preventing the purchase of expensive equipmentgakdor storing and retrieving huge
amounts of documents. Backup issues and availabilithe system posed great demands on
the system as well.

Whereas the middle and front layers could suppevily introduced features without any
difficulties, the database layer was harder to adRplational database management system
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(RDBMS) was built for handling structured data, has limitations when it comes to
managing large and numerous unstructured dataifikéjs case, documents (Stonebraker et
al., 2007). Storing vast amount of unstructuredadat binary type columns in RDBMS
tremendously increases demands in both hardwardnameén resources. The future growth
of data can be addressed through vertical scalng, further burdens the resources
(Kossmann, Kraska & Loesing, 2010). This requiremlex replication, which is costly.
Distributed systems based on RDBMS tend to be rgid hard to administer. Using static
scheme in RDBMS is excellent for managing structudata. However, it is rather
demanding when it comes to unstructured data. Retructured data, schema-free systems
are better and easier for handling (Hellersteimn&braker & Hamilton, 2007). NoSQL
databases offer a different approach to this probl€hey are designed for handling large
amount of unstructured data by horizontal scalthgs removing the obstacles regarding
future growth of data (Hellerstein, Stonebraker &nilton, 2007). In addition to that, some
of them offer a full text search capability, whishessential for this project (Kovacevic et al.,
2011). On the other hand, most NoSQL databases@rdCID (Atomicity, Consistency,
Isolation, Durability) but CAP (Consistency, Avalbty, Partition Tolerance), which is
relevant when deciding whether to use file systRRMBMS or NoSQL (Wada et al., 2011;
Stonebraker, 2010). In addition, isolation levets @different on various NoSQL platforms, if
implemented at all, while considered mandatory dPBRIS (Fekete, Goldrei & Asenjo,
2009).

Since the most important goal in this project isefficiently store and handle large-scale
documents, the choice of NoSQL for handling unstmezl documents must be justified.
RDBMS is surely capable of doing the job, but itnst efficient enough in handling
unstructured data. Although file system can be ufmdstoring documents, it lacks
mechanisms for handling documents that can be astnatically in IS. It is necessary to
analyze all relevant technical information in ortieconfirm that NoSQL best suits the needs
of this project. In addition, the great questionhmv to organize the system in order to
RDBMS and NoSQL work together for the best. Becdhsaext great task is full text search
capability, the choice of RavenDB has been madeauseit incorporates Apache Lucene
features (http://lucene.apache.org/) and is swtédol full text search based on fuzzy search
(Kovacevic et al., 2011; Milosavljeyi Bobert & Surla, 2010). This method of searching
allows implementation of intelligent search methodsorder to disclose fraud attempts.
Considering RavenDB is equipped with horizontalingacapabilities that require minimum
administrative intervention, it became the chomedocument handling issues.

Methods
Problem outline

This study was part of a greater project that dedh building and implementing IS in High
Technical School of Professional Studies in Nowl.Skhere are 80 teachers and 1600 active
students in 4 years of studies with average ofditses per year. Additionally, there are 2
distance learning programs actively held. In mosirses it is expected from students to write
at least 1 seminar and 1 project material per ecarsl every student must write their thesis
as final effort towards graduation. It is requestedt every single document must be
preserved in database so later access to matetild be achieved. This is important from
both educational and fraud detection reasons. ditiad to these requests, it is necessary to
provide 2 GB of personal space for every student 20 GB of personal space for every

106



Online Journal of Applied Knowledge Management
A Publication of the International Institute for Applied Knowledge Management
Volume 1, Issue 2, 2013

teacher. Access to all files must be provided esiekly from various client interfaces that are

part of the IS, both from within institution andbin home and no other type of access is
allowed for security reasons. Document versionrobmiust be enabled in order for a teacher
to track down the progress of a student regarduggyewritten assignment. Full text search

capability is essential since it is a great amanielectronic material in stake. All these

requests were combined with the demand of inexpensiplementation, so there were no

rack-based servers and no storage area networtk$igh volume and high-speed disks.

Proposed hybrid structure

RDBMS was built to handle all the structured ddiaw entities and processes in this project,
but handling documents was something that was @&mat great importance and careful
research prior making final decisions. It was int@ot to ensure enough space for holding
predicted amount of documents, safe access to daasmand document existence in case of
any kind of disaster. All those requests eliminadledument handling based on a file system
because of complex use and access control. Anotfemmstance, which denied use of file
system approach, was the need for exclusive maragenh documents from within the IS.
RDBMS was rejected as a potential solution for doeent management since there is no easy
and inexpensive way of distributing RDBMS acrossiynaodes. Replicating such distributed
nodes would be even harder in some disaster-reg@eenario. There are ways to distribute
RDBMS, but they are expensive and time consuming.

RavenDB was acceptable solution for managing doatsnét can handle great amount of
potentially large files and has no schema so isugable for unstructured data. It is
distributed by design and running RavenDB on midtipodes is the default way of running
it. This was important because it was much easieplan hardware acquisition for the
project. Nodes need not be the same and it wasib®s® use almost any hardware
infrastructure (Baker et al., 2011). All these md@s helped achieving availability without
complex, expensive hardware infrastructure. Thigbésd use of many small servers and
adding or removing servers was easy task. Disastewvery strategy was determined by the
way distributivity was achieved - termination of@rver was acceptable since all data was on
multiple servers instantly and all that was neeteecover full availability is adding another
server in the system (Abadi, 2012). At the same tidealing with disaster recovery scenario
solved backup issues - if the system was ableriov&uthe disaster scenario, it was protected
and well backed up.

Dimensioning the data

All findings were based on 1 academic year of oket@n, with 1600 students, 80 teachers,
10 study programs where multimedia and graphiogtesiere not involved as mayor courses,
4 study programs based on multimedia and graplsigdes mayor courses. There were 350
students that graduated in that academic yearl ®6t&77 different courses were held. In
addition, for clarity reasons, all courses thaturesd both text-based and multimedia-based
assignment were shown as multimedia-based couBase these were only a few and
multimedia files are much bigger that text-baseesfithis did not affect accuracy of the
results. No course required more than one multisedsed assignment.

107



Online Journal of Applied Knowledge Management
A Publication of the International Institute for Applied Knowledge Management

Volume 1, Issue 2, 2013

Table 1. Structure of courses based on type of seminar work required

Type of course Number of Number of | Number of | Avg Space
cour ses participants | documents | size
Requires text-based 251 9650 1 1,7MB 16,4 GB
seminar work
Requires 51 3460 1 78 MB| 269,9 GB
multimedia-based
seminar work
Does not require 175 6090 - - -
documents
Total | 286,3 GB

Although sum of number of courses is equal to thal number of courses (477), it does

have to be this way, this is due to approximatakenh for clarity reasons

Table 2:Structure of courses based on type of project work required

Type of course Number of Number of | Number of | Avg Space
cour ses participants | documents | size

Requires text-based 202 13928 1 2,3MB 32GB
project
Requires 41 2205 1 83 MB| 183 GB
multimedia-based
project
Does not require 234 3067 - - -
documents

Total | 215 GB

Although sum of number of courses is equal to thal number of courses (477), it does

have to be this way, this is due to approximatakenh for clarity reasons

Table 3: Structure of coursesbased on type of documentsincluded in electronic material

n't

n't

Type of course Number of Avg number | Avg Space
cour ses of size
documents
Contains text-based| 455 7 3 MB 9,5GB
documents
Contains 359 15 20 MB| 107,7 GB
multimedia-based
documents
Does not require 22 - - -
documents
Total | 117,2 GB
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Table 4. Structure of space needed for private use

User Number of Avg size Space
users
Teacher 80 20 GB 1,6 TB
Student 1600 2 GB 3,2TB
Total | 4,8 TB

To the complete amount of space needed to handlentents it was necessary to add space
for student thesis: 350 students times 5,2 MB @yeispace for one thesis) equals 1,8 GB of
needed space on year basis.

Discussion
Implementation challenges

Since this project was not about achieving greaedmand efficiency, the problem is reduced
to finding the best solution for handling largedscamount of documents in terms of storing
and performing full text search on them. Storinguoents means usage of disk space for
documents in efficient manner regarding econonguisy and scaling possibilities. Full text
search was a request that was essential for thecpgince fraud attempt control was very
important in educational institution. Storing isreditly correlated with amount of space
needed for keeping documents, while full text deaconnected with amount of documents
that are the target group for this operation. Famtit is important to segregate amount of
documents that will represent increment on yeadsgid so this trend could be tracked for
scale-planning purposes. Separation of documeatsth target to full text search from those
that are not is important for search-planning pagso This is where storage rules intersect
with document segregation: it is important viseceghcy reasons to place documents that are
either in group that is incrementing or in groupttts targeted for full text search on storages
that are most efficient, because it is expectetttiese documents will have heaviest access
frequency.

This means that text-based documents are subjdatl ttext search and multimedia-based
documents are not. Seminars, projects and thesityjpe of documents that will require new
space every year since new students will take matee old ones and generate new amounts
of seminars, projects and thesis. Course contehisardent/professor private space will not
increase over time, because it is expected thabeuwf courses, students and professors will
remain the same over time.
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Table5: Structure of documentsthat will and will not cause new space consumption

every year
Document types | Causing new space consumption every Static
year

Seminars 286,3 GB 0
Projects 215 GB 0
Thesis 1,8 GB 0
Course content 0 117,2 GB
Private space 0 4,8TB

Total | 503,1 GB 497TB

Table 6: Structure of documentsregarding full text search

Document types

Subject of full text search

Not subject of full text
search

Text-based
(seminars,
projects)

48,4 GB (16,4 GB + 32 GB)

0

Multimedia-based 0 452,9 GB (269,9 GB + 183
(seminars, GB)
projects)
Thesis 1,8 GB 0
Course content 0 117,2 GB
Private space 0 4,87TB
Total | 50,2 GB 54TB

Total amount of space needed for the project td st&,4 TB and amount of documents that
is expected to be accessed very frequently is 588 Iwhich means that storage structure
should be in accordance with this - 503,1 GB ofaasas affordable disks and the rest of 4,9
TB on slower disks. It is expected in 10-year petrad time that space demands will be
increased by 10 times 503,1 GB =5 TB which givestal of 10 TB of storage space.

Benefits of the selected solution

This trend shows that use of file system for sgpand manipulating documents will be more
and more tiring over time and must be based onresipe rack-based hardware configuration
with very fast disks. Combining with redundancy dee to achieve disaster recovery
capabilities, the request for storage space is gveater. In the case of disaster recovery
scenario involving natural disasters (earthquakedf fire...) where distant storage is needed
for recovery, it is very expensive choice. If séiguissues are added to this, where access
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control to documents is required it shows that mleo to achieve this request, big
administrative effort is expected to conduct accesstrol for documents stored in the
system. Another problem is accessing documents fwathin IS where location of a
document is recorded inside RDBMS, but actual damus are stored on several disk
locations. This poses the problem due to the neeathieve transactional manipulation of
both meta data about the document and the docuitsetff for they are stored in different
locations. Full text search on documents stored fie system could be achieved using some
proven technology like Lucene (Prasad & Patel, 200i®savljevi¢, Bobert & Surla, 2010).

Another potential solution is to store documentsda RDBMS, which is problematic from
several points of view. Documents are unstructuteidh and RDBMS is not meant to deal
well with these kinds of data, although it can lbee Horizontal scaling is hard to achieve in
modern RDBMS and when it is to be achieved, it s donsuming a lot of human
(administrative), hardware and financial resourcBssaster recovery scenarios are as
problematic as with file system solution, sinckas to be done using replication to a distance
place with heavy load. This is problematic from aefy and bandwidth point of view. Good
aspect of this solution is when backup is performsath meta data and documents are
backed up at once. Transactional manipulation ofanuata about the documents and
documents itself is well supported. This solutisovides good access control mechanisms,
which could be made internally inside IS. Full tegtairch is a problem, since RDBMS is not
made for this task, mainly because documents aguatured data that can be very different
in structure. However, modern RDBMS evolved anduided some tools for this, depending
of the vendor.

Using RavenDB for handling documents was the mpptapriate solution because it deals
with large number of documents and it is built foanaging unstructured data. RavenDB
runs as distributed system so several serversearsng documents at the same time, which is
suitable for load balancing purposes (Wada ef8fl1). Server termination is acceptable by
design, thus it can run on inexpensive hardwared@\& al., 2011). Distributivity relies on
horizontal scaling possibilities, which are almastomatic in RavenDB. A good approach for
developing disaster recovery scenarios is enalfiiemlgh support for efficient replication
among distant servers. Unlike some other NoSQLtieols, RavenDB supports ACID
characteristics. Backup solutions are as safe #muieat as with RDBMS since documents
are stored within database. RavenDB allows fult s®arch through proven Apache Lucene
technology.

SOA Integration

Having RDBMS handling structured data and Raven@Bdting unstructured data, it was

necessary to integrate those two in the existing@eoriented architecture (SOA) based IS.
For effective appliance of the proposed solutions important to integrate those platforms
into a single database platform, from the clieninpof view. Since the development of

various client platforms was planned as servicesddpnt, clients were not getting data from
databases directly, but rather through the setaiper. This data manipulation is done by the
service layer of IS, as shown (Fig. 1). Becauseetiaere several different client interfaces to
handle, it was important to come out with a solutio the problem that would require

minimum effort for adoption. Service layer writteam C# was appropriate solution, since it
was possible to connect to either RDBMS or NoS@lffithe service layer. This enabled the
service layer to create the unique abstract dgt&x far various client interfaces. The service

111



Online Journal of Applied Knowledge Management
A Publication of the International Institute for Applied Knowledge Management
Volume 1, Issue 2, 2013

layer was doing data abstraction in accordance wliint requests and sometimes it was
gathering data from RDBMS, sometimes from NoSQL smahetimes from both. As a result,
service layer was building objects and deliverimgse to the client layer. Client layer was not
aware of the physical location of the data. Whegaoized like this, the development of the
client layer was much less error-prone, becausealtadtraction was done on the service layer
of the SOA. Furthermore, it was possible to extdath management optimization because
data could be handled and transferred as SOAPRE&], as appropriate. Combining SOAP
and REST based services into unique service laygened the business potential of the
platform, enabling simplified development of mokiéggeted client interfaces.

1 1

RDBMS RavenDB

Service layer
{Desktop client} IT {Phone client} Il‘ {Web client} IT

Fig. 1. Integration of RavenDB in existing SOA

Security constraints and data integrity

The proposed architecture is complex and requipgso@riate security solution. Handling
structured and sensitive data was the task entttistBDBMS, since it is robust and reliable
database platform. RDBMS was in charge of condgcaih authentication processes in the
system. Every request that implied sensitive dataipulation generated from the client
layer, regardless of the client type, was firstobfeel for security authorization handled by the
RDBMS. Only requests that were marked as valid len RDBMS could perform data
manipulation. Enforcing these rules enabled théegyso be trustworthy since it was relying
on RDBMS for security constraints. Service layeswantral part of the process once again,
since all client requests for data manipulation evgoing through this layer and it was
possible to segregate security check processedaadnanipulation processes.

Data integrity and access control was guaranteeduse documents were kept in the NoSQL
database, rather than on the file system. This cagpr denied unauthorized access to
documents from the file-system level since docusewvdre not stored on the file system.
This means that although system administrator Igs $ystem privileges, data integrity of

documents involved is preserved.
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Implications for research

Further research could take place in measuringopednces of a system that rely on
different kinds of NoSQL, respectively. Since tpiject did not depend on performance
characteristics of the solution, but rather on uUgglof the system based on scaling and full
text search capabilities, measuring performancgsai take place. Nevertheless, it would be
very important to explore effectiveness of systdrased on other NoSQL solutions in order
to create recommendations and best practicesfferatt usage scenarios.

Another field of research could be development fyatem for automatic fraud attempt

detection which would detect situations in whichdgints could try to use prohibited amount
of others work in their thesis, seminar or a proctry to use others work without proper

approval. Rules would have to be set for thesatsitns and if students break any of those
rules, the system would take predesigned autoneatisah.

Ecology is nowadays very important field of researossibility for deployment of used
hardware as server instances for NoSQL, knowing giistem is partition tolerant and can
survive server termination is very interesting aggilon of ecology in IS.

Implications for practice

Expanding existing IS to an area of document mamageé is demanding and sensitive
because it is expected from IS to handle new rdéguesh ease, but securely at the same
time. It is important to make expansion as inexpenas possible. Implementing solution
that includes NoSQL database for managing documer8OA has significant implications
for practitioners.

¢« SOA based systems can be extended with NoSQL d=tdioa handling unstructured
data without changes on client layer because coruation is realized between service
and database layer and various client interfaceldpment continues without change.

« NoSQL is suitable for handling large amount of doeats because it has horizontal
scaling possibilities.

o Horizontal scaling and distributive characteristersable the system to survive server
termination.

« Disaster recovery capabilities are present even karge amount of data.

« Even old and used hardware could take place instesylike this because of partition
tolerance part of CAP theorem.

Limitations

The study shows acceptable adoption of NoSQL tdolgganside particular SOA and any
insight is limited to this context. When applieddiiferent surroundings, the model could
require adaptation.
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Notes

1  Apache Lucene, available at: http://lucene.apachdaxcessed 01 February

2013).

RavenDB, available at: http://ravendb.net (accef4eBebruary 2013).

The projects using Apache Lucene, available gb:Mitiki.apache.org/jakarta-

lucene/PoweredBYy/ (accessed 01 February 2013).

4  Project example using RavenDB, available at:
http://gorodinski.com/blog/2012/08/28/porting-frasgtwith-nhibernate-to-
ravendb/ (accessed 01 February 2013).
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